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In past works, various schemes for adaptive synchronization of chaotic systems have been pro-
posed. The stability of such schemes is central to their utilization. As an example addressing this
issue, we consider a recently proposed adaptive scheme for maintaining the synchronized state of
identical coupled chaotic systems in the presence of a priori unknown slow temporal drift in the
couplings. For this illustrative example, we develop an extension of the master stability function
technique to study synchronization stability with adaptive coupling. Using this formulation, we
examine the local stability of synchronization for typical chaotic orbits and for unstable periodic
orbits within the synchronized chaotic attractor �bubbling�. Numerical experiments illustrating the
results are presented. We observe that the stable range of synchronism can be sensitively dependent
on the adaptation parameters, and we discuss the strong implication of bubbling for practically
achievable adaptive synchronization. We also find that for our coupled systems with adaptation,
bubbling can be caused by a slow temporal drift in the coupling strength. © 2010 American
Institute of Physics. �doi:10.1063/1.3279646�

In this paper, we consider an adaptive scheme for main-
taining the synchronized state in a network of identical
coupled chaotic systems in the presence of a priori un-
known slow temporal drift in the couplings. The stability
of this scheme is addressed through an extension of the
master stability function technique to include adaptation.
We observe that noise and/or slight nonidenticality be-
tween the coupled systems can be responsible for the oc-
currence of intermittent bursts of large desynchroniza-
tion events (bubbling). Moreover, our numerical
computations show that for our adaptive synchronization
scheme, the parameter space region corresponding to
bubbling can be rather substantial. This observation be-
comes important to experimental realizations of adaptive
synchronization, in which small mismatches in the pa-
rameters and noise cannot be avoided.

I. INTRODUCTION

It has been shown1–3 that in spite of their randomlike
behavior, the states xi�t� �i=1,2 , . . . ,N� of a collection of N
interacting chaotic systems that are identical can synchronize
�i.e., be attracted toward a common chaotic evolution, x1�t�
=x2�t�= ¯ =xN�t�� provided that they are properly coupled.
This phenomenon has been the basis for proposals for secure
communication,4–6 system identification,7–10 data
assimilation,11,12 sensors,13 information encoding and
transmission,14,15 multiplexing,16 combatting channel
distortion,17 etc. In all of these applications it is typically
assumed that one has accurate knowledge of the interaction
between the systems, allowing one to choose the appropriate
coupling protocol at each node �here we use the network
terminology, referring to the N chaotic systems as N nodes of
a connected network whose links �i , j� correspond to the in-
put that node i receives from node j�. In a recent paper,18 an

adaptive strategy was proposed for maintaining synchroniza-
tion between identical coupled chaotic dynamical systems in
the presence of a priori unknown, slowly time varying cou-
pling strengths �e.g., as might arise from temporal drift of
environmental parameters�. This strategy was successfully
tested on computer simulated networks of many coupled dy-
namical systems in which, at each time, every node receives
only one aggregate signal representing the superposition of
signals transmitted to it from the other network nodes. In
addition, the strategy has also been successfully imple-
mented in an experiment on coupled optoelectronic feedback
loops.19 Furthermore, a more generalized adaptive strategy
suitable for sensor applications has also been proposed.13

In past works, various other schemes for adaptive syn-
chronization of chaos have also been proposed.20–29 So far, in
all these studies, when the question of stability of the con-
sidered adaptive schemes has been studied, the question has
been addressed using the Lyapunov function method �see,
e.g., Refs. 22, 23, 25, and 27�, which provides a sufficient
but not necessary condition for stability. While this technique
has the advantage that it can sometime yield global stability
conditions, it also has the disadvantages that its applicability
is limited to special cases, and its implementation, when pos-
sible, requires nontrivial system specific analysis. In this pa-
per, we address the stability of adaptive synchronization for
the example of the scheme discussed in Ref. 18. In particular,
our analysis will extend the previously developed stability
analysis of chaos synchronization by the master stability
function technique1,3 to include adaptation. We will observe
that the range in which the network eigenvalues are associ-
ated with stability is dependent on the choice of the param-
eters of the adaptive strategy. The type of analysis we
present, while for a specific illustrative adaptive scheme, can
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be readily applied to other adaptive schemes �e.g., those in
Refs. 28 and 29�.

As compared with the Lyapunov technique, master sta-
bility techniques are much more generally applicable but
they provide conditions for local rather than global stability.
We also note that within that context, the master stability
technique allows one to distinguish between stability of typi-
cal chaotic orbits and stability of atypical orbits within the
synchronizing chaotic attractor �i.e., stability to
“bubbling”30–35 see Secs. III and IV�.

In Sec. II we review the adaptive synchronization strat-
egy formulation of Ref. 18, which applies to a network of
chaotic systems with unknown temporal drifts of the cou-
plings. In Sec. III, we present a master stability function
approach to study the linear stability of the synchronized
solution in the presence of adaptation; we also consider a
generalized formulation of our adaptive strategy and study
its stability. Numerical simulations are finally presented in
Sec. IV. Our work in Sec. IV highlights the important effect
of bubbling in the dynamics.

II. ADAPTIVE STRATEGY FORMULATION

As our example of the application of the master stability
technique to an adaptive scheme, we consider the particular
scheme presented in Ref. 18. To provide a background, in
this section we present a brief exposition of a formulation
similar to that in Ref. 18, as motivated by the situation where
the couplings are unknown and drift with time. We consider
a situation where the dynamics at each of the network nodes
is described by

ẋi�t� = F�xi�t�� + ����i�t�ri�t� − H�xi�t���, i = 1, . . . ,N ,

�1�

where xi is the m-dimensional state of system i=1, . . . ,N;
F�x� determines the dynamics of an uncoupled ��→0� sys-
tem �hereafter assumed chaotic�, F :Rm→Rm; and H�x� is a
scalar output function, H :Rm→R. We take � to be a constant
m-vector �= ��1 ,�2 , . . . ,�m�T with �i�i

2=1, and the scalar �
is a constant characterizing the strength of the coupling. The
scalar signal each node i receives from the other nodes in the
network is

ri�t� = �
j

Aij�t�H�xj�t�� . �2�

The quantity Aij�t� is an adjacency matrix whose value speci-
fies the strength of the coupling from node j to node i. We
note that if

�i�t� = ��
j

Aij�−1
, �3�

then Eq. �1� admits a synchronized solution,

x1�t� = x2�t� = ¯ = xN�t� = xs�t� , �4�

where xs�t� satisfies

ẋs�t� = F�xs�t�� , �5�

which corresponds to the dynamics of an isolated system. We
regard the Aij�t� as unknown at each node i, while the only

external information available at node i is its received signal
�2�. The goal of the adaptive strategy is to adjust �i�t� so as
to maintain synchronism in the presence of slow, a priori
unknown time variations in the quantities Aij�t�. That is, we
wish to maintain approximate satisfaction of Eq. �3�. For this
purpose, as discussed in Ref. 18, our scheme can be extended
to the case where the output function is �-dimensional,
H :Rm→R�, where ��m and � is an ��m-dimensional ma-
trix. For simplicity we consider �=1. We assume that each
node independently implements an adaptive strategy. At each
system node i, we define the exponentially weighted syn-
chronization error �i= ���iri−H�xi��2	�, where

�G�t�	� = 
t

G�t��e−��t−t��dt�, �6�

and we evolve �i�t� so as to minimize this error �a slightly
more general approach is taken in Ref. 18�. Hence we set
��i /��i equal to zero to obtain

�i�t� =
�H�xi�t��ri�t�	�

�ri�t�2	�

=
pi�t�
qi�t�

. �7�

By virtue of d�G�t�	� /dt=−��G�t�	�+G�t�, we obtain the nu-
merator and the denominator on the right-hand side of Eq.
�7� by solving the differential equations,

ṗi�t� = − �pi�t� + ri�t�H�xi�t�� , �8a�

q̇i�t� = − �qi�t� + ri�t�2. �8b�

Since the dynamics of Aij�t� is imagined to occur on a time
scale which is slow compared with the other dynamics in the
network, we can approximate Aij�t� as constant Aij. This es-
sentially assumes that we are dealing with perturbations from
synchronization whose growth rates �in the case of unstable
synchronization� or damping rates �in the case of stable syn-
chronization� have magnitudes that substantially exceed
�Aij

−1�t��d /dt�Aij�t��. Under this assumption, we note that Eqs.
�1�, �7�, and �8� admit a synchronized solution, given by Eqs.
�4� and �5�, and

ṗi
s = − �pi

s + ��
j

AijH�xs�2, i = 1, . . . ,N , �9a�

q̇i
s = − �qi

s + ��
j

Aij2
H�xs�2, i = 1, . . . ,N . �9b�

To simplify the notation, in what follows, we take DFs�t�
=DF�xs�t��, Hs�t�=H�xs�t��, and DHs�t�=DH�xs�t��; e.g., we
can now write

pi
s = ki��Hs�2	�, qi

s = ki
2��Hs�2	�, �10�

where ki= �� jAij�. If the synchronization scheme is locally
stable, we expect that the synchronized solutions �4�, �5�, and
�9� will be maintained under slow time evolution of the cou-
plings Aij�t�.

As an example of an application of our adaptive strategy,
Eqs. �1�, �2�, �7�, and �8�, we consider a network of N=6
systems, each of which is described by the Rössler equation,
for which m=3, x�t�= �u�t� ,v�t� ,w�t��T,

013103-2 Sorrentino et al. Chaos 20, 013103 �2010�
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F�x� = � − v − w

u + av

b + �u − c�w
� , �11�

with the parameters a=b=0.2 and c=7, and we use H�x�t��
=u�t�, �= �1,0 ,0�T, �=1, and �=0.5. In our example, we
initialize the network systems from a synchronous initial
condition �4� corresponding to a random point on the Rössler
attractor. We choose the following evolution for the network
couplings:

Aij�t� = 1 + �ij sin�2	
ijt�, i, j = 1, . . . ,N, j � i , �12�

where the �ij are uniformly distributed random numbers be-
tween 0.35 and 0.70 and the 
ij are uniformly distributed
random numbers between 10−3 and 5�10−3. Note that
Aij�0�=1, i , j=1, . . . ,N , j� i, and ki�0�= �N−1�. We select
the initial conditions for pi and qi to be pi�0�=ki�0���Hs�2	�

and qi�0�=ki�0�2��Hs�2	�, which correspond to choosing
�i�0�= pi�0� /qi�0�=ki�0�−1. Figure 1�a� is a plot of ui�t� ver-
sus t for i=1,2 , . . . ,6, showing that all the ui�t� follow the
same synchronized trajectory. Figure 1�b� shows plots of
�1�t� �black� and k1�t� �red� versus t, verifying that the adap-
tive scheme is successful in producing an evolution of �1�t�
that properly tracks the evolution of k1�t�. We have also re-
peated the same test for a case in which the adaptive strategy
is deactivated, i.e., �i�t� is kept constant and equal to �i�0�,
for which failure of synchronization is observed �this is
shown in Fig. 1�c��. In particular, we see that there is an

initial period of approximate synchronization �t�70�, fol-
lowed by a period of approximately steady constant evolu-
tion �100� t�150� in which two of the ui�t� have different
approximately constant values from the other four, finally
followed �t�170� by chaotic desynchronized motion. We
also note that the ability of adaptation to maintain synchro-
nization depends on the parameters of the model. Figure 1�d�
shows the results of a simulation for a case in which the
adaptive strategy is implemented with all the same param-
eters as used for Figs. 1�a� and 1�b�, except that the param-
eter � appearing in the adaptive part of the calculation has
been increased from 0.5 to 5. As can be seen, this results in
failure of the adaptive strategy. In particular, �1�t� initially
�t�150� tracks k1�t�, but then develops strong rapidly vary-
ing deviations. In the rest of the paper we address the range
of parameters where the adaptive synchronization strategy is
expected to work by evaluating its stability.

III. STABILITY ANALYSIS

A. Linearization and master stability function

Our goal is to study the stability of the reference solu-
tions �4�, �5�, and �9�. By linearizing Eqs. �1� and �8� about
Eqs. �5� and �9�, we obtain

ẋi = DFsxi

+ ���DHs�ki
−1�

j

Aijxj − xi� +
Hs

ki
2��Hs�2	�

�i�,

i = 1, . . . ,N , �13a�

�̇i = − ��i − HsDHski��
j

Aijxj − kixi�, i = 1, . . . ,N ,

�13b�

where we have introduced the new variable �i�t�=kipi�t�
−qi�t�.

Equation �13� constitutes a system of �m+1�N coupled
equations. In order to simplify the analysis, we seek to de-
couple this system into N independent systems, each of di-
mension �m+1�. For this purpose we seek a solution where
xi is in the form xi=cix̄�t�, where ci is a time independent
scalar that depends on i and x̄�t� is a m-vector that depends
on time but not on i. Substituting in Eqs. �13a� and �13b�, we
obtain

ẋ̄ = DFsx̄ + ���� jAijcj

kici
− 1�DHsx̄ +

��Hs

ciki
2��Hs�2	�

�i,

i = 1, . . . ,N , �14a�

�̇i = − ��i − ki��
j

Aijcj − kici�HsDHsx̄, i = 1, . . . ,N .

�14b�

To make Eq. �14� independent of i, we consider ��t�
=�i�t� / �ciki

2��−1�� and � jAijcj =�kici, where � is a quantity
independent of i. Namely, the possible values of � are the
eigenvalues A�c=�c, corresponding to linearly independent
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FIG. 1. �Color� �a� and �b� show the results of a numerical simulation for
our adaptive strategy, Eqs. �1�, �2�, �7�, and �8�, for a case in which N=6,
F�x� is the Rössler equation �Eq. �11��, H�x�t��=u�t�, �= �1,0 ,0�T, �=1, and
�=0.5. The �ij are uniformly distributed random numbers between 0.35 and
0.70 and the 
ij are uniformly distributed random numbers between 10−3

and 5�10−3. �a� shows superposed plots of the time evolutions of ui�t�,
i=1, .. ,N and �b� shows �1�t� �in black� compared with k1

−1 �in red�. As can
be seen, our strategy is successful in synchronizing the network and tracking
the evolutions of ki�t�. We have repeated the same simulation for a case in
which the adaptive strategy was deactivated ��i�t�=�i�0�, i=1, . . . ,N�. This
is shown in �c� where failure of synchronization is observed. We have then
repeated the same experiment in �a� and �b� for a case in which the adaptive
strategy is implemented with all the same parameters, except that the pa-
rameter � appearing in the adaptive part of the calculation has been in-
creased from 0.5 to 5. This is shown in �d� where failure of the adaptive
strategy is observed.
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eigenvectors c= �c1 ,c2 , . . . ,cN�T, where A�= �Aij� �= �ki
−1Aij�.

This gives

ẋ̄ = DFsx̄ − ��1 − ����DHsx̄ + �
Hs�

��Hs�2	�
� , �15a�

�̇ = − �� − HsDHsx̄ , �15b�

which is independent of i, but depends on the eigenvalue �.
Considering the typical case where there are N distinct ei-
genvalues of the N�N matrix A�, we see that Eq. �15� con-
stitutes N decoupled linear ordinary differential equations for
the synchronization perturbation variables x̄ and �. All the
rows of A� sum to 1. Therefore A� has at least one eigen-
value �=1, corresponding to the eigenvector c1=c2= ¯

=cN=1. Furthermore, since Aij� �0 for all �i , j�, we have by
the Perron–Frobenius theorem that ��1, and thus
�1−���0. For �=1, Eq. �15a� becomes

ẋ̄ = DFsx̄ . �16�

This equation reflects the chaos of the reference synchro-
nized state �Eq. �5�� and �because all the ci are equal� is
associated with perturbations, which are tangent to the syn-
chronization manifold, and are therefore irrelevant in deter-
mining synchronization stability. The stability of the syn-
chronized state thus demands that Eq. �14� yield exponential
decay of x̄ and � for all the �N−1� eigenvalues �, excluding
this �=1 eigenvalue.

Then it becomes possible to introduce a master stability
function1,3 M��� that associates the maximum Lyapunov ex-
ponent of system �15� with the parameter,

� = ��1 − �� . �17�

In so doing, one decouples the effects of the network topol-
ogy �reflected in the eigenvalues � and hence the relevant
values of �=��1−��� from the choices of F, H, and �. In
general, an eigenvalue, and hence also �, can be complex.
For simplicity, in our discussion and numerical examples to
follow, we assume that the eigenvalues are real �which is, for
instance, the case when the adjacency matrix is symmetric�.
For any given value of � stability demands that M����0 for
all those values of �=��1−�� corresponding to the eigenval-
ues ��1.

Following Refs. 36–39, we now introduce the following
definition of synchronizability. Let us assume that the master
stability function M��� is negative in a bounded interval of
values of �, say ��− ,�+�. Then, in order for the network to
synchronize, two conditions need to be satisfied:
�i� �−���1−�min� and �ii� �+���1−�max�, where �min

��max� is the smallest �largest� network eigenvalue over all
the eigenvalues ��1. The network synchronizability is de-
fined as the width of the range of values of �, for which
M����0. Assuming that �min and �max are assigned �e.g., the
network topology is given�, then the network synchronizabil-
ity increases with the ratio �+ /�−. In what follows, we will
compare different adaptive strategies in terms of their effects
on the synchronizability ratio �+ /�−.

In our analysis above, since we divide by ki, we have
implicitly assumed that all the ki�0, i.e., that every node has

an input. There is, however, a case of interest where this is
not so, and this case requires separate consideration. In par-
ticular, say there is one and only one special node �which we
refer to as the maestro or sender� that has no inputs, but
sends its output to other nodes �which interact with each
other�, and we give this special node the label i=N. Since
node N receives no inputs, we do not include adaptation on
this node, and we replace Eq. �1� for i=N by ẋN�t�=F�xN�t��.
In addition, when investigating the stability of the synchro-
nized state, it suffices to set xN�t�=0 �i.e., not to perturb the
maestro�. Following the steps of our previous stability analy-
sis, we again obtain Eqs. �14� and �15�, but with important
differences. Namely, Eq. �14� now applies for i=1, . . . ,N−1,
the values of � in Eq. �15� are now the eigenvalues
of the �N−1�� �N−1� matrix �Aij� �= �ki

−1Aij� for
i , j=1,2 , . . . , �N−1�; i.e., only the interactions between the
nodes i, j� �N−1� are included in this matrix. Note that ki is
still given by � j=1

N Aij, still including the input AiN from the
maestro node. Also since xN=0, all of the eigenvalues rep-
resent transverse perturbations and are therefore relevant to
stability. �This is in contrast to the case without a maestro in
which we had to exclude an eigenvalue, i.e., �=1 corre-
sponding to c1=c2= ¯ =cN=1. For a similar discussion for
the case of the standard master stability problem with no
adaptation, see Ref. 40.� The simplest case of this type �used
in some of our subsequent numerical experiments� is the case
N=2, where there is one receiver node �i=1� and one sender/
maestro node �i=2�. Since there is only one receiver node
whose only input is received by the sender, A reduces to the
scalar A=0 and �=0, yielding ���.

As stated above, xs�t� in Eq. �4� is an orbit of the un-
coupled system �4�. In general, two types of orbits xs�t� are
of interest: �i� a typical chaotic orbit on the relevant chaotic
attractor of Eq. �4� and �ii� the orbit that is ergodic on the
maximally synchronization-unstable invariant subset embed-
ded within the relevant chaotic attractor of Eq. �4�. Here, by
“relevant chaotic attractor,” we mean that if the system �4�
has more than one attractor, then we restrict attention to that
attractor on which synchronized motion is of interest. Also,
in �i�, by the word “typical,” we mean orbits of Eq. �4� that
ergodically generate the measure that applies for Lebesgue
almost every initial condition in the attractor’s basin of at-
traction. In this sense, the orbit in �ii� is not typical. In gen-
eral the criterion for stability as assessed by �ii� is more
restrictive than that assessed by �i�. Conditions in which the
synchronized dynamics is stable according to �i�, but un-
stable according to �ii�, are referred to as the bubbling
regime.30–33,35 In previous work on synchronization of
chaos,30–35 it has been shown that when the system is in the
bubbling regime, small noise and/or small “mismatch” be-
tween the coupled systems can lead to rare, intermittent,
large deviations from synchronism, called “desynchroniza-
tion bursts.”42 By small system mismatch we mean that for
each node i, the functions F in Eq. �1� are actually different,
F→Fi, but that these differences are small �i.e., �Fi�x�−F�x��
is small, where F�x� now denotes a reference uncoupled sys-
tem dynamics; e.g., Fi averaged over i�. With reference to
our adaptive synchronization problem �1�, we shall see that
in addition to small noise and small mismatch in F, bursting
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can also be induced by slow drift in the unknown couplings
Aij�t�. From the practical, numerical perspective, the com-
plete and rigorous application of the stability criterion �ii� is
impossible, since there will typically be an infinite number of
distinct invariant sets embedded in a chaotic attractor, and, to
truly be sure of stability, each of these must be found and
numerically tested. In practice, therefore, as done previously
by others, we will evaluate the stability for all the unstable
periodic orbits embedded in the attractor up to some speci-
fied period. This will give a necessary condition for stability
according to �ii�, and furthermore, it has been argued and
numerically verified in Ref. 33 that stability, as assessed
from a large collection of low period periodic orbits �and
embedded unstable fixed points, if they exist in the relevant
attractor�, will extremely often yield the true delineation of
the parameters of the bubbling regime, or, if not, an accurate
approximation of it. Our numerical results of Sec. IV lend
further support to this idea.

B. Generalized adaptive strategy

We now analyze a generalization of our adaptive strat-
egy. Namely, we replace Eq. �8a� by

ṗi�t� = − �pi�t� + �qi�t�/pi�t��H�xi�t��2Q� pi�t�ri�t�
qi�t�H�xi�t��

 , �18�

where Q�z� is an arbitrary function of z, normalized so that
Q�1��1. The key point is that at synchronism �iri

=H�xi�t��, corresponding to piri=qiH�xi�t��, and thus, since
we take Q�1�=1, the synchronized solution is unchanged.
The stability analysis for this generalization is given in Ap-
pendix A and results in the following master stability equa-
tions:

ẋ̄ = DFsx̄ − ���DHsx̄ + �
Hs��

��Hs�2	�
� , �19a�

��˙ = − ��� + �� − 1�
�Hs�2

��Hs�2	�

�� + �� − 2�HsDHsx̄ , �19b�

where �=Q��1� and Q��1� denotes dQ�z� /dz evaluated at
z=1. We then introduce a master stability function M�� ,��
that associates the maximum Lyapunov exponent of system
�19� with �=��1−�� and �.

Thus we expect that when our modified adaptive scheme
is stable, it will again relax to the desired synchronous solu-
tion. The difference between the stability of the modified
scheme �Eq. �15�� and the stability of the original scheme
�corresponding to Eq. �19� with �=1� is that by allowing the
freedom to choose the value of �, we can alter the stability
properties of the synchronous state. We anticipate that by
properly adjusting �, we may be able to tailor the stability
range to better suit a given situation.

In the case of �=2, Eq. �19b� reduces to

��˙ = � �Hs�2

��Hs�2	�

− ����, �20�

which has a Lyapunov exponent �=�0−�, where �0 is the
time average of �Hs�2 / ��Hs�2	�, �0�0. For ���0, Eq. �20�
implies that �� decays to zero. Thus, if we choose a large

enough value of �, the stability of the synchronized state is
determined by Eq. �19a� with �� set equal to zero, and Eq.
�19a� reduces to the master stability function for the deter-
mination of the stability of the system without adaptation.3

Therefore, in the case of �=2, ���0, the stable range of � is
independent of � and is the same as that obtained for the case
in which adaptation is not implemented ���1�.

IV. NUMERICAL EXPERIMENTS

In our numerical experiments we consider the example
of the Rössler equation �11� with parameters a=b=0.2 and
c=7, and we use H�x�t��=u�t� and �= �1,0 ,0�T. In Fig. 2 the
master stability functions M��� calculated from Eq. �15� for
the adaptation scheme of Sec. II are plotted for three differ-
ent values of �, i.e., �=0.1,2 ,6 �dashed, dot-dashed, and
dotted curves, respectively�. In addition, for comparison, we
also plot the result of M��� computations for the case in
which no adaptation is introduced, corresponding to the re-
duced system ẋ̄= �DFs+���−1��DHs�x̄ �solid curves�. The
master stability function is shown in black �respectively,
gray� for the cases that xs�t� is a typical chaotic orbit in the
attractor �respectively, the maximally unstable periodic orbit
embedded in the attractor for periodic orbits of period up to
four surface of section piercings; see Appendix B for a brief
account of how the unstable periodic orbits were obtained�.
We say that synchronization is “high quality” stable in the
range of � for which M��� for all orbits �i.e., including the
periodic orbits� is negative. As can be seen, by changing the
parameter �, the �-range of stability can be dramatically
modified. The bubbling range is given by the values of � for
which M����0 for a typical orbit but M����0 for the maxi-
mally unstable periodic orbit embedded in the attractor.

Figure 3 is a �−� level curve plot of the values assumed
by the master stability function M evaluated for xs�t� being a
typical chaotic orbit. In the figure, the area of stability �cor-
responding to M �0� is delimited by the thick 0-level con-
tour line. From the figure, we see that the width of the range

FIG. 2. The plot shows the master stability function M��� vs � for the case
in which no adaptation was introduced, corresponding to ��1 �solid lines�
and for three different values of �, i.e., �=0.1,2 ,6 �dashed and dotted lines�.
The master stability functions obtained by choosing xs�t� to be a typical
chaotic orbit in the attractor �respectively, the maximally unstable periodic
orbit embedded in the attractor of period up to four� are in black �respec-
tively, gray�. F�x� is the Rössler equation �11�, H�x�t��=u�t�, and
�= �1,0 ,0�T.
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of stability increases with �. In Figs. 4�a� and 4�b�, a com-
parison between the areas of stability is given for the cases in
which xs�t� is a typical chaotic orbit in the attractor, and for
the case that xs�t� is the maximally unstable periodic orbit
embedded in the attractor of period up to four. The thick
solid �respectively, dashed� curves bound the area in which
the master stability function M�� ,�� is negative for xs�t� cor-
responding to a typical chaotic orbit in the Rössler attractor
�respectively, for xs�t� corresponding to the maximally un-
stable periodic orbit embedded in the attractor of period up
to four�. The bubbling area falls between the dashed and the
continuous contour lines.

Interestingly, we see that for 1.2���3.2, high-quality
stability can never be achieved for any �, while, in contrast,
stability with respect to typical chaotic orbits �i.e., with bub-
bling� is achievable. Let �t

+, �t
−, �p

+, and �p
− denote the upper

�+� and lower ��� values of � at the borders of the stability
regions with respect to a typical �t� chaotic orbit and with
respect to unstable periodic orbits �p� in the synchronizing
attractor. E.g., high-quality synchronism applies for
�p

+����p
− and the bubbling regime corresponds to

�p
−����t

− or �t
+����p

+. In terms of these quantities, useful
measures for assessing the possibility of achieving stable
synchronism for a given network topology are the “synchro-
nizability” ratios,36–39

st =
�t

+

�t
− , sp =

�p
+

�p
− . �21�

In what follows, where convenient, we drop the subscripts t
and p with the understanding that the discussion may be
taken to apply to stability based on either typical or periodic
orbits. Noting that synchronism is stable for �+����−, and
that �=��1−��, we consider the coupling network topology-
dependent ratio �1−�−� / �1−�+�, where �+ ��−� denotes the
maximum �minimum� eigenvalue of the adjacency matrix

FIG. 3. The figure is a level curve plot in �-� space of the values assumed
by the master stability function M evaluated for xs�t� being a typical chaotic
orbit. The area of stability �corresponding to M �0� is delimited by the thick
0-level contour line. F�x� is the Rössler equation �11�, H�x�t��=u�t�, and
�= �1,0 ,0�T.

(a)

(c)

(b)

FIG. 4. �Color� In plot �a�, thick solid curves �thick dashed curves� bound
the area in which the master stability function M�� ,�� is negative for xs�t�
corresponding to a typical chaotic orbit in the Rössler attractor �for xs�t�
corresponding to the maximally unstable periodic orbit embedded in the
attractor of period up to four�, F�x� is the Rössler equation �11�, H�x�t��
=u�t�, and �= �1,0 ,0�T. Each data point shown in the figure is the result of
a simulation involving a sender �maestro� system connected to a receiver,
with �, closed circles, and triangles corresponding, respectively, to un-
stable, stable, and bubbling runs �more details in the text�. Plot �b� is a blow
up of the lower left corner of plot �a�. Plot �c� shows the synchronizability
ratios st �solid curve� and sp �dashed curve� vs �. The missing data points for
the dashed curve are a result of the low period orbits not having a range of
stability for those values of �. We found that the synchronizability ratios for
the nonadaptive case are equal to those in the limit �→0.
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�not including the eigenvalue �=1 corresponding to the
eigenvector �1,1 , . . . ,1�T�. Recall that �1−���0. Since
�+����− for stability, if

s �
1 − �−

1 − �+ , �22�

then the system can be made stable by adjustment of the
constant �, but, if s� �1−�−� / �1−�+�, then it is impossible
to choose a value of � for which M����0 for all the relevant
eigenvalues �, and stability is unachievable. Figure 4�c�
shows plots of st and sp versus � for the same parameters as
used in Figs. 4�a� and 4�b�. Note that for these computations,
the values of s without adaptation �i.e., st=23.5 and sp

=10.5� always exceed the corresponding values with adapta-
tion. We have also found this to be true for the generalized
adaptive scheme of Sec. III B �which includes the additional
adaptation parameter ��. However, we do not know whether
this is general or is limited to our particular example
�Eq. �11� with H�x�=u and our choices of the parameters a,
b, and c�.

To test our linear results in Fig. 4, we have also per-
formed fully nonlinear numerical simulations for a simple
network consisting of a sender system �labeled 1� connected
to a receiver �labeled 2�. In this case Eq. �1� becomes

ẋ1�t� = F�x1�t�� , �23a�

ẋ2�t� = F�x2�t�� + �����t�A�t�H�x2�t�� − H�x1�t��� , �23b�

and A�t� is a scalar.
Each data point shown in Figs. 4�a� and 4�b� corresponds

to a run, where the sender was given a random initial condi-
tion and random values for � and � were chosen in the plot-
ted range. After waiting for a sufficient time to ensure that
the sender state is essentially on the attractor, the u-variable
of the receiver state was initialized by a displacement of 10−8

from the u-variable of the sender state. A step size of 10−4

was used for a run time of 105 time units, over which we
recorded the normalized synchronization error,

E�t� =
�u1�t� − u2�t��

��us − �us	�2	1/2 , �24�

where �¯ 	 indicates a time average and the subscript s de-
notes evolution on the synchronous state �i.e., using dynam-
ics from Eq. �4��. If, in that time span, E never converged to
0 and, at some point, exceeded 0.1, the run was considered to
be unstable �corresponding to an � in the figure�. If E con-
verged to 0, a 1% mismatch in the Rössler parameter a was
introduced to the receiver, and the run of duration 105 time
units was repeated with an initial separation of 0. If, at any
time during the run, E ever exceeded 0.1, the run was con-
sidered to be bubbling �corresponding to a triangle in the
figure�, otherwise the run was considered to be stable �cor-
responding to a closed circle in the figure�. We see that the
master stability computations of the high-quality stable, bub-
bling, and unstable regions �the solid and dashed lines� cor-
respond well with these results. We also did a sampling of
points up to period 5 and did not find that this altered our
results. From Fig. 4�a�, we observe the presence of a few

triangles �i.e., bubbling� within the high-quality synchroniza-
tion area delimited by the dashed line. In reference to this
observation, we note that �i� for the case in which a small
parameter mismatch is present, the synchronization error is
expected to vary smoothly with parameter variation, and
there is no sharp transition from the stable to the bubbling
regime; and �ii� our computations show that close to the
dashed line, the master stability function associated with the
most unstable invariant set embedded in the attractor is
rather small �i.e., close to zero�. Facts �i� and �ii� explain our
difficulty in using our nonlinear computations to clearly
separate the bubbling from the stable regions about the
dashed line in Fig. 4�a�. An important point concerning Figs.
4�a� and 4�b� is that the area associated with bubbling in Fig.
4�a� is rather substantial. This observation would become
particularly important in experimental realizations of adap-
tive synchronization, since small mismatches in the param-
eters and noise cannot be avoided in experiments.

Figure 5 shows a sample plot of the normalized synchro-
nization error E�t� versus t. We implemented our adaptive
strategy with values of �=2.5 and �=5, corresponding to the
bubbling regime �see Fig. 4�, A�t�=1, and the receiver has
0.1% mismatch in the parameter a. The two insets are zooms
showing phase-space projections in the plane �u2 ,v2� over
two different time intervals. Inset �b� corresponds to a range
of time between bursts �E�t��5�10−2� and shows that dur-
ing this time the orbit is essentially that of a typical chaotic
orbit. Inset �a� shows the orbit trajectory for a range of time
during which a burst is growing. It is seen from inset �a� that
during the time range of the growing burst, the orbit closely
follows a period 4 orbit embedded in the attractor. The burst
is evidently caused by the instability of this period 4 orbit to
perturbations that are transverse to the synchronization
manifold.

(a) (b)

FIG. 5. The figure shows the synchronization error E�t� vs t for a simple
network consisting of a sender connected to a receiver �Eq. �23��, F�x� is the
Rössler equation �11�, H�x�t��=u�t�, �= �1,0 ,0�T, �=5, �=2.5, A�t�=1, and
dt=10−3. The receiver has a 0.1% mismatch in the parameter a. The two
insets are zooms showing phase-space projections in the plane �u2 ,v2� over
two different time intervals. Inset �b� corresponds to a typical chaotic orbit
for which the synchronization error is small, i.e., E�t��5�10−2, while inset
�a� corresponds to an unstable period 4 periodic orbit embedded in the
attractor, for which E�t� is eventually large �i.e., a burst occurs�.
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We have also performed numerical master stability com-
putations for our generalized adaptive strategy presented in
Sec. III B. This is shown in Fig. 6, where the �+��� and
�−��� curves corresponding, respectively, to the largest
�smallest� values of � for which M�� ,���0 �M�� ,���0�
are plotted versus � for three different values of
�= �0.1,2.0,6.0� for typical chaotic orbits. For small � �e.g.,
�=0.1 in the figure�, the range of stability ��− ,�+� is almost
independent of �, while for larger values of � the choice of
� can significantly affect the �-range of stability. As ex-
pected, at �=2, �+��� and �−��� are independent of �.

Finally, we investigated whether for our coupled systems
with adaptation bubbling can be caused by a slow drift in the
coupling strength. For this purpose we now take the param-
eter A�t� in Eq. �23� to have a slow time drift,

A�t� = 1 + 0.2 sin�2	 � 10−3t� . �25�

We implemented our adaptive strategy with values of �=1
and �=2, corresponding to the bubbling regime �see Fig. 4�.
For most of the time there is good synchronization between
the sender and the receiver, but we also observed the inter-
mittent occurrence of short, intense desynchronization
bursts. Figure 7 shows the synchronization error E�t� versus
t. Note that in the absence of parameter drift �A constant�, the
synchronization error would eventually become zero. This
simulation shows that similar to the previously reported
burst-inducing effect of small parameter mismatch or noise,
drift also promotes the continuous intermittent occurrence of
bursting.

V. CONCLUSION

This paper is concerned with the study of stability of
adaptive synchronization of chaos in coupled complex net-

works �e.g., sensor networks�. As an example addressing this
issue, we consider a recently proposed adaptive scheme for
maintaining synchronization in the presence of a priori un-
known slow temporal drift in the couplings.18 In contrast
with previous approaches �e.g., Refs. 22, 23, 25, and 27�,
based on system specific use of the Lyapunov function tech-
nique, we present a master stability analysis which predicts
the exact ranges of stability for the synchronized state. We
observe that the stable range of synchronism can be sensi-
tively dependent on the adaptation parameters. Moreover, we
are able to predict the onset of bubbling, which occurs when
the synchronized state is stable for typical chaotic orbits but
is unstable for certain unstable periodic orbits within the syn-
chronized chaotic attractor. We define stability to be high
quality when the synchronized state is stable with respect to
all the orbits embedded in the attractor and numerically find
the regions of “high quality stability” for a given system of
interest. We also found that for our coupled systems with
adaptation, bubbling can be caused by a slow drift in the
coupling strength in addition to small noise and small mis-
match in F. We emphasize that since parameter mismatch,
noise and drift are ubiquitous in experimental situations, and
since �e.g., Fig. 4�a�� bubbling can occupy substantial re-
gions of parameter space, consideration of bubbling can be
expected to be essential for determining the practical feasi-
bility of chaos synchronization applications.
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APPENDIX A: STABILITY OF THE GENERALIZED
ADAPTIVE STRATEGY

We note that the function Q��pi�t�ri�t�� / �qi�t�H�xi�t����
in Eq. �18�, when evaluated about Eq. �9�, is equal to one.

FIG. 6. The plot shows the area in the parameter space �� ,�� in which
M�� ,�� obtained from Eq. �19� is negative for three different values of �
= �0.1,2.0,6.0�; F�x� is the Rössler equation �11�, H�x�t��=u�t�, and
�= �1,0 ,0�T. The stability areas are upper and lower bounded by the �+

curve and the �− curve plotted as function of �. As the figure shows, at �=2,
�+ and �− are independent of �, corresponding to the case of no adaptation.

FIG. 7. The figure is a plot of the synchronization error E�t� �defined in Eq.
�24�� vs t for a simple network consisting of a sender connected to a receiver
�Eq. �23��, F�x� is the Rössler equation �11�, H�x�t��=u�t�, �= �1,0 ,0�T,
�=1, �=2, A�t�=1+0.2 sin�2	�10−3t�, and dt=10−3. As can be seen, the
dynamics of E�t� exhibits intermittent bursting.
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Then, by linearizing Eqs. �1�, �8b�, and �18� about Eq. �9�,
we obtain

ẋi = DFsxi

+ ���DHs�ki
−1�

j

Aijxj − xi� +
Hs

ki
2��Hs�2	�

�i�,

i = 1, . . . ,N , �A1�

�̇i = − ��i + �� − 1�
�Hs�2

��Hs�2	�

�i

+ �� − 2�HsDHs�ki�
j

Aijxj − ki
2xi�, i = 1, . . . ,N .

�A2�

As in our derivation of Eq. �15�, we again set xi=cix̄�t�,
where ci is a constant scalar that depends on i and x̄�t� is a
vector that depends on time but not on i. Equations �A1� and
�A2� then become

ẋ̄ = DFsx̄ + ���� jAijcj

kici
− 1�DHsx̄ +

��Hs

ciki
2��Hs�2	�

�i,

i = 1, . . . ,N , �A3�

�̇i = − ��i + �� − 1�
�Hs�2

��Hs�2	�

�i

+ �� − 2�HsDHs�ki�
j

Aijcj − ki
2ci�x̄, i = 1, . . . ,N .

�A4�

To make Eqs. �A3� and �A4� independent of i, we again
consider ���t�=�i�t� / �ciki��−1�� and take � to be the eigen-
values of A�= �Aij� �= �ki

−1Aij� resulting in Eq. �19�.

APPENDIX B: DETERMINATION
OF UNSTABLE PERIODIC ORBITS

To account for the phenomenon of bubbling, it is neces-
sary to look not just at typical �that is, chaotic� orbits of the
uncoupled oscillator, but the periodic orbits embedded in the
chaotic attractor as well. As there are a �countably� infinite
number of such orbits, it is impossible to account for them
all. However, as shown by Hunt and Ott,33 the optimal peri-
odic orbits of maximal transverse instability tend to be those
of low period. Thus, for our analysis, it was found to be
sufficient to consider only those orbits with a period less than
some appropriately chosen limit.

To find these low-period orbits for the Rössler attractor,
we initialized an uncoupled oscillator with random initial
conditions, waited for it to settle onto the attractor, then re-
corded its orbits for some suitable length of time at high
temporal precision. We then noted each piercing of the sur-
face of section u=0 in the positive-u direction �u̇�0�. To a
high degree of approximation, the �v ,w� coordinates of these
points were found to lie on a curve, thus suggesting that it is
possible to reduce the three-dimensional flow to a one-
dimensional map. We then plotted v�i+n� versus v�i�; that is,
the v coordinate of the �i+n�th piercing versus the v coordi-

nate of the ith. Each intersection of this curve with the line
v�i+n�=v�i� represents the v coordinate of an initial condi-
tion for an orbit that starts on the surface of the section and
returns to its original position after n piercing of the surface
of the section. With two coordinates �namely, u and v�
known, all that remains is to find the value of w such that
�0,v ,w� lies on the attractor.

Of course, for n�1, many of these intersections will be
redundant, as every period n orbit pierces the surface of sec-
tion n times, thus producing n intersections on the curve. In
addition, each curve will have intersections corresponding to
orbits of any period that is a factor of n. As an example,
consider the curve v�i+4� versus v�i�. The Rössler system
used in this paper has three period 4 orbits, one period 2
orbit, and one period 1 orbit. Thus, the number of times
v�i+4� versus v�i� will intersect v�i+4�=v�i� is 3�4+1
�2+1�1=15.

As these orbits are inherently unstable, the error accu-
mulated through numerical integration can result in a trajec-
tory leaving the periodic orbit after only a small number of
periods. Thus, for the long term computation of Lyapunov
exponents to obtain the master stability function, it is advis-
able to compute the trajectory for only a single period, then
return the oscillator to its initial position �u ,v ,w�, and repeat
as often as needed.
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